Solutions to Homework 1

Problem 1:

X7 and X9 are full column rank N x M matrices. Let X; = {:L“gl),-,:cg\ﬂ and X9 =
[9:52), ~,a:§\24)] Since R(X1) = R(X2) then ng),-~- 7:1355,), the columns of Xy are in R(X)), i.e.
2P e R(X)),1=1,- , M.

Hence,

2P =X 0=1,- M
or

Xo = [9052)7"' 7335\3) = [Xit1, Xate, -+, Xaty] = X1 [t1,to, -+, tu] = XaT,

where T is a M x M square matrices. Since X1 and Xs are full column rank, 7" is non-singular
and invertible. Note that T singular would automatically contradict the assumption that X» is

full column rank and hence has no nullspace.

Xo Xy = Xo(X§X0) XY = xyn(rH xP X T) T X[

= X TTYXEX)y" YT xE = x,(xPx) X = X, X

Problem 3: Let P = Py Pg, where Py; and Pg are orthogonal projection operators onto
subspaces of dimension M and S respectively. They satisfy Py; = P]\I}’ = PJ\Q/I, and Pg = Pg = Pg.
To show P is an orthogonal projection matrix, we have to show that it satisfies P = P = P2

We first check the symmetry property.
PH = (PyPs) = PPl = PsPy,.

In general, matrix product is not a commutative operation and so Py Ps # PsPy; and hence



P # P An easy way to confirm this is with an example. Consider

1 00 1 0 0
Pu=10 10 and P =| o 1 %
000 0 % 3

100 100
P=PyPs=1] ¢ L1 1 and PsPy = | o % 0
000 0 3 0

P is clearly not symmetric and PysPs # PsPys. So for P to be an orthogonal projection matrix

we need

Py Ps = PsPy;. (1)

Next let’s check the idempotent property.
P? = Py PsPyPs.
If PyyPs = Pg Py, then
P? = Py PgPyPs = Py PgPsPy = Py PsPy = Py Py Ps = Py Pg = P.

So property (1) is also sufficient to establish the idempotent property. In summary P = Py Ps
is an orthogonal projection matrix iff Py;Ps = PsPyy.

Now we discuss when this is possible. We will use the notation Vj; to denote the subspaces
of dimension M, and Vj\j its orthogonal complement, i.e. Va; @ Vﬁ = CN. @ implies direct sum,
that is any vector in CV can be expressed uniquely as a sum of two vectors, one from Vj; and the
other from V]&[. Similar comments apply to subspace Vg of dimension S. The intersection of the
subspaces Vas and Vg is also a subspace denoted by Vasns. Note that if PysPg is an orthogonal

projection operator, it will project onto the space Vy;ns. Now we can split V), into two subspaces



as shown below

Ve = Virns ® Vi

where Vis LVing, and describes the space that is in Vs and not shared with Vg. Hence CV =

Vv @ Vﬁ = Vins ® Vir @ VJ\J/], and any vector in C can be decomposed into three components
T =2xMns + Ty —|—:Cj4.

The relationship between the components and the spaces should be clear from the notation. Then

PsPyix = xpns + PsT . (2)
Similarly CN = Visns ® Vs ® V§-, and xr = xyng + Tg + :):é Then

Py Psx = zyns + PuZs. (3)
Since Py;Pgs = PsPys is an orthogonal projection operator onto Visng, it follows that

Pyig = Psiy =0, Vig € Vg and &y € V.

This implies VSJ_VM and VMJ_VS or VMJ_VS.

In summary,

Vi = Viing @ VM, Vs = Vyns @ Vs, and VMJ_VS < Py Ps = PPy



